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Abstract—WiFi 5/6 relies on a key feature, Multi-User
Multiple-In-Multiple-Out (MU-MIMO), to offer high-volume
network throughput and spectrum efficiency. MU-MIMO uses
a user selection algorithm, based on each user’s channel state
information (CSI), to schedule transmission opportunities for a
group of users to maximize the service quality and efficiency.
In this paper, we discover that such algorithm creates a subtle
attack surface for attackers to subvert user selection in MU-
MIMO, causing severe disruptions in today’s wireless networks.
We develop a system, named MU-MIMO user selection strategy
inference and subversion (MUSTER), to systematically study
the attack strategies and further to seek efficient mitigation.
MUSTER is designed to include two major modules: (i) strategy
inference, which leverages a new neural group-learning strategy
named MC-grouping via combining Recurrent Neural Network
(RNN) and Monte Carlo Tree Search (MCTS) to reverse-
engineer a user selection algorithm, and (ii) user selection
subversion, which proactively fabricates CSI to manipulate user
selection results for disruption. Experimental evaluation shows
that MUSTER achieves a high accuracy rate around 98.6% in
user selection prediction and effectively launches the attacks to
disrupt the network performance. Finally, we create a Reciprocal
Consistency Checking technique to defend against the proposed
attacks to secure MU-MIMO user selection.

I. INTRODUCTION

Multi-User Multiple-In-Multiple-Out (MU-MIMO), as an
essential part of WiFi 5/6, has been widely supported in com-
mercial wireless devices (e.g., WiFi routers/access points, mo-
bile devices) to substantially improve the spectrum efficiency
and increase the data throughput in wireless networks. MIMO
indicates multiple propagation paths between the transmitter
and receiver. To benefit from such spatial multiplexing, MU-
MIMO allows the transmitter to send concurrent traffic streams
to multiple receivers at the same time.

In practice, a transmitter is usually equipped with a limited
number of antennas (e.g., up to 8 in WiFi 6 [1]), but the
number of users can go up to tens or hundreds in MU-MIMO
networks. Considering that the transmitter can only serve a
small group of users at each data transmission session, how
to select users to serve plays a crucial role to implement
MU-MIMO networks. As concurrent data streams traveling
through different propagation paths experience independent
channel fading and may interfere each other, traditional user
scheduling (e.g., round-robin user selection) without consid-
eration of channel state information (CSI) may not obtain a
user group with the least inter-user interference and is not
suitable for MU-MIMO networks [2]. Recently, multiple CSI-

based schemes have been proposed to achieve the optimal user
selections and maximize the system throughput [3]–[8].

To achieve a more accurate and reliable CSI, implicit chan-
nel feedback is dropped in favor of explicit feedback in MU-
MIMO networks [9]. Specifically, downlink CSI is estimated
at each user and is then sent to the transmitter as the feedback
for user selection. CSI is time-sensitive and may only remain
consistent for a short time period. A timely channel feedback
is critical to achieve fast and responsive communications.
Research indicates that a 200ms feedback delay will result
in a 50% degradation of achievable throughput in MU-MIMO
networks [10]. Accordingly, CSI is required to be reported in
plaintext as soon as possible [11] (e.g., plaintext feedback in
WiFi 5/6).

Nevertheless, we discover that this convenient CSI feed-
back mechanism actually creates a subtle attack surface for
attackers to subvert the user selection in MU-MIMO networks.
Specifically, since the CSI feedback is self-reported and is
transmitted in plaintext, an attacker is able to collect and
analyze users’ feedbacks, and further to delicately fabricate
a forged channel feedback to manipulate the user selection
results. In this work, we aim to investigate the potential attacks
against CSI-based user selection algorithms, reveal the impacts
of such attacks, and derive corresponding countermeasures to
improve the security of MU-MIMO networks.

To this end, we present a strategy, named MU-MIMO user
selection strategy inference and subversion (MUSTER), that
allows us to systematically study the potential risks of the user
selection procedure and further to seek efficient mitigation.
Specifically, we find that such a vulnerability may lead to
three major categories of attacks that can essentially disrupt the
CSI-based user selection from both user fairness and system
throughput, which are the key objectives of implementing MU-
MIMO networks.
• Targeted Denial of Service (TDoS): The attacker aims

to starve particular users, such that the victims can never
or barely get access to the transmitter. Such attacks can
specify any victims to amplify its adverse impact, such as
disconnecting important users who provide essential ser-
vices, disrupting users requesting time-sensitive accesses,
or starving local-network competitors.

• Cooperative Privilege Escalation (CPE): The attacker
aims to escalate the privilege of particular users (e.g., a
conspirator), increasing their possibility of being selected
and obtaining exclusive service. In this way, the attacker



and the conspirator can cooperatively gain unfair access
to the transmitter and abuse network operations.

• Network Throughput Degradation (NTD): One of the
key objectives of user selection algorithms is to select a
user group that achieves the maximum network through-
put. By fabricating a forged CSI feedback, the attacker
can subvert user selection results and substantially de-
grade the target MU-MIMO network throughput.

We adopt MUSTER to examine existing CSI-based user
selection algorithms by exploiting these attacks, and reveal
the potential risks. In the development of MUSTER, we meet
two essential technical challenges that must be addressed to
facilitate the attacker’s purpose.

(1) Comprehending the user selection strategy in black-
box settings: As not being specified in existing standards
(i.e., WiFi 5/6), current practices of user selection algorithms
for MU-MIMO transmission are vendor-implementation spe-
cific [12]. These implementations are confidential or pro-
prietary in commercial products. Without the knowledge of
how a transmitter selects users in such black-box settings, it
is difficult for the attacker to craft the proposed attacks by
scattershot approaches. To address this challenge, MUSTER
introduces a design, named User Selection Strategy Inference,
to proactively comprehend the user selection strategy of a
target MU-MIMO network. In particular, we design a novel
neural group-learning strategy, MC-grouping, that integrates
Recurrent Neural Network (RNN) and Monte Carlo Tree
Search (MCTS). It jointly considers users within possible
groups yet substantially reduces the search space. With MC-
grouping, the attacker can accurately predict user selection
results and further subtly launch attacks.

(2) Fabricating CSI feedbacks to subvert the user selection:
It is challenging to launch the proposed attacks merely with the
predicted user selection results. We don’t rely on adversarial
perturbations [13], as such attacks without taking care of
MIMO spatial compatibility can destroy the orthogonality
property of precoded wireless communication and make mes-
sages not decodable at receivers. Instead, we propose an
algorithm named Spatial Compatibility Quantization to learn
the inter-user correlation among the predicted selection group
in MUSTER. By learning the inter-user correlation among the
predicted user group, we propose detail strategies on how to
delicately fabricate the CSI feedback to launch each type of
the potential attacks.

In addition to the attack strategy design, analysis, and eval-
uation, we develop an effective approach, named Reciprocal
Consistency Checking, to protect the user selection from been
undermined.

We implement MUSTER as a practical system and conduct
experiments on real-world MU-MIMO networks with different
user selection algorithms and settings. The experimental re-
sults show that the proposed strategy inference can accurately
learn the user selection algorithm and achieve an accuracy rate
up to 98.6% of user selection predictions. We also investigate
the proposed attacks on top of user selection predictions.
Results shows that TDoS can achieve up to 97.48% success

rate, CPE can achieve up to 94.86% success rate, and NTD
can substantially leads to 34.7%∼ 54.3% network throughput
degradation. The experiment results indicate that MUSTER
can effectively launch desired attacks. We also study the pro-
posed countermeasure to mitigate the discovered CSI-feedback
related vulnerability. Our experiment shows that the proposed
Reciprocal Consistency Checking can achieve a detection rate
of 99.32%, essentially eliminating the potential attacks.

II. PRELIMINARIES AND MODELS

In this section, we briefly introduce the basic knowledge of
MU-MIMO technique and the general user selection strategy.

A. Network Models

We consider a downlink MU-MIMO network with one
base station transmitting to K users. The base station is
equipped with N antennas and each user has one antenna.
We denote the CSI vector between user i and the transmitter
as hi=[hi1, hi2, ..., hiN ], where hij indicates the CSI between
user i and the transmitter’s jth antenna. Assume K > N and
a group of N users will be selected for the downlink MU-
MIMO transmission.

In the MU-MIMO network, precoding needs to be applied at
the base station to ensure that signals received at each user can
be decoded independently. We focus on the widely used linear
precoding strategy, zero-forcing beamforming (ZF-BF), which
is adopted by WiFi 5/6. ZF-BF can eliminate the multi-user
interference, thus allowing data to be decoded individually at
each user.

Assume N users have been selected for ZF-BF. Denote the
channel matrix of selected users as H = [hT1 ,h

T
2 , ...,h

T
N ]T

(operator ·T denotes the matrix transpose). Denote the trans-
mit physical-layer symbols over N antennas as m =
[m1,m2, ...,mN ]T with unit power. Then, the received signal
vector of ZF-BF can be expressed as y = HWPm + n,
where W is the precoding matrix, P is the power loading
diagonal matrix, and n is the channel noise vector. Let
wi = [wi1, wi2, · · · , wiN ]T denote the beamforming weight
vector for user i. The precoding matrix is thus denoted as
[w1,w2, · · · ,wN ].

The received signal for selected user i after precoding can be
written as yi = hiwi

√
pimi+

∑
j 6=i hiwj

√
pjmj+ni, where

the first term hiwi
√
pimi is the desired signal, the second

term
∑
j 6=i hiwj

√
pjmj is the interference from concurrent

signals, and the last term ni is the noise. The corresponding
Signal-to-Interference-plus-Noise Ratio (SINR) at user i can
be represented as SINRi =

|hiwi|2pi∑
j 6=i |hiwj |2pj+δ2i

, where δ2i is the
channel noise power. In ZF-BF, given all CSI feedbacks, the
base station knows H and constructs the precoding matrix W
as HT (HHT )−1, such that the interference hiwj

√
pjmj is

close to zero in practice and only hiwi
√
pimi remains at the

receiver to be decoded.
Figure 1 presents an example of ZF-BF in a 2 × 2

MU-MIMO system: the precoded message w1
√
p1m1 is

orthogonal to the channel h2, resulting in no interference
to the receiver Rx2 (i.e., h2w1

√
p1m1 = 0). Meanwhile,



m1 is decodable at receiver Rx1 (i.e. h1w1
√
p1m1 =

|h1||w1
√
p1|m1 cos θ, where θ is the angle between h1 and

w1
√
p1m1 in the vector space). Intuitively, when channel h1

is orthogonal to h2, h1p1m1 = |h1||p1|m1, which can yield
the largest SINR. By contrast, when h1 is aligned to h2,
h1p1m1 = 0, and no message can be decoded.
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Fig. 1. An example of ZF-BF in a 2× 2 MU-MIMO system.

Therefore, channel spatial compatibility, which reflects how
well users’ channels are orthogonal to each other [14], is a
key feature to find a user group that yields the maximum
system throughput. Specifically, users whose channels are
spatially compatible to each other should be selected together
to maximize the data throughput of the system.

B. User Selection Strategy

User selection for MU-MIMO is generally formulated as
a sum rate (i.e., network throughput) maximization problem
with varying constraints (e.g., bandwidth limitation, fairness)
[15]. Let K = {1, 2, · · · ,K} denote the set of all users.
The primary goal of the base station is to find a user set
C (C ⊂ K) to maximize the total sum rate of the system
(i.e., max

C⊂K,1≤|C|≤N
max
W,P

∑
i∈C log(1 + SINRi), where W and

P denote the precoding weights and power allocations.). The
optimal strategy is to apply the brute-force exhaustive search
over all possible user sets and find the one that yields the
maximum data throughput. However, the cost of exhaustive
search is exponentially expensive. Multiple greedy search
based or heuristic schemes have been proposed to achieve the
near-optimum yet efficient user selection [3]–[7].

III. OVERVIEW OF MUSTER

In this section, we describe the discovered CSI feedback
vulnerability and the overview of MUSTER.

Since explicit CSI feedback is used in today’s MU-MIMO
networks, a malicious user is able to report a fabricated CSI
to the base station. This opens a door for exploiting the user
selection algorithm at the base station to serve its malicious
purposes. We classify such attacks into three categories: 1)
Targeted Denial of Service; 2) Cooperative Privilege Escala-
tion; 3) Network Throughput Degradation.

It is nontrivial to achieve each of the above attacks, be-
cause the attacker has no knowledge of the user selection
algorithm and settings used in the network. In a MU-MIMO
network, the user selection algorithm is vendor-dependent and
proprietary (e.g., most commercial WiFi drivers are closed-
source). Though the underlying principle of all user selection
algorithms is to resolve the aggregated sum rate maximization,

their implementations may be different to balance the perfor-
mance and cost. It is necessary for the attacker to know the
specific user selection algorithm in advance.

Intuitively, the attacker can adopt approaches of adversarial
machine learning [16] to learn the inner structure of the target
algorithm and create adversarial perturbations to subvert the
user selection results. Due to the broadcast nature and open-
text protocol, all CSI feedbacks are broadcast to the wireless
channel. An attacker can decode them and treat them as
the inputs for the black-box user selection algorithm. At the
same time, the attacker can also observe which users have
been selected in the open channel and treat the results as
the outputs. Accordingly, the attacker can learn the input-
output relationship to establish a substitute model for the user
selection algorithm and further launch attacks.

Nevertheless, a closer examination shows that approaches
initiated by existing wireless adversarial machine learn-
ing [17]–[19] cannot be readily adapted to comprehend and
attack the user selection algorithm in MU-MIMO networks:

(1) The decision rules of existing approaches are usually
binary, e.g., spoofing or no spoofing, jamming or no jamming.
However, the possible outputs of user selection algorithms
grow exponentially when the number of users increase. It is
time-consuming or even computationally infeasible to enumer-
ate all possible groups and portray their boundaries for a tar-
get user selection algorithm. Meanwhile, traditional machine
learning usually treats each instance as an independent entity,
they may not be able to capture the inter-user correlation.

(2) Creating adversarial perturbations is a computationally
intensive tasks especially for a model with complicated de-
cision boundaries, which is not feasible for the MU-MIMO
network requiring prompt feedback. Further, adversarial per-
turbations without taking care of MIMO spatial compatibility
can destroy the orthogonality property of precoded wireless
communication and make messages not decodable at receivers,
leading to an anomaly that can be easily detected.
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Fig. 2. The architecture of MUSTER.

These become the underlying motivation for us to derive
a new way to subvert the user selection. Specifically, we
propose MUSTER to address the above two issues. As shown
in Figure 2, MUSTER consists of two major modules: (i) user
selection strategy inference that allows the attacker to build a
deep learning model with accurate prediction of user selection;
(ii) user selection subversion that enables the attacker to
effectively fabricate CSI feedbacks to achieve its malicious
objectives. We introduce the technical details of modules (i)
and (ii) in Sections IV and V, respectively.



IV. USER SELECTION STRATEGY INFERENCE

In this section, we design the strategy inference in MUSTER
to reverse-engineer a target user selection algorithm.

A. Problem Statement

We denote the target user selection algorithm as M . The
inputs of M are all K users’ CSI feedbacks denoted as
H = {h1,h2, ...,hK}, and other factors (e.g., bandwidth
limitation, power allocation, utilization frequency) denoted as
F = {f1, f2, ..., fK}, where fk is the vector of other factors for
user k. The corresponding output is the selected user group
G = (a1, a2, ...aN ), where N < K and an is the index of
user n. The goal of strategy inference is to develop a deep-
learning architecture, adapted to the input-output relation of
the target black-box model M , such that producing the same
selection results for the same user inputs.

As discussed in Section III, existing models used in wireless
adversarial machine learning cannot be readily adapted to
learn the MU-MIMO user selection algorithms. Intuitively, we
can develop a group-based learning architecture to learn the
user selection algorithms. Rather than treating a user as an
independent entity, we can construct a model that examines
all possible groups. However, such a trivial approach still
incurs a considerable amount of computational overhead as
it works in a brute-force manner. For a MU-MIMO network
with N transmit antennas and K users, there are

(
K
N

)
possible

groups in total. Assume the computational complexity for
examining each group is O(N), the overall computational
overhead would be O(N K!

(K−N)! ), which significantly impedes
the prediction efficiency especially when K is large.

To solve this, we aim to develop a new neural group-
learning strategy that can jointly consider users within possible
groups yet substantially reduce the search space.

B. A New Neural Group-learning Strategy

We observe that existing MU-MIMO user selection al-
gorithms are usually statistical and heuristic, where users
are selected step by step (e.g., only one user is selected at
each step) [3]–[7]. It well maps to the property of Markov
Decision Process (MDP). Inspired by that, we formulate the
user selection procedure as an MDP. As shown in Figure 3,
it starts with an empty group. At each level of the tree, it
makes a decision and selects one user into the group until it
reaches a leaf node. Each trajectory from the root to the leaf
is a possible selection group.
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Fig. 3. User selection procedure as an MDP.

Nevertheless, it still face two challenges to apply MDP in
user selection strategy inference: 1) In MDP, the decision on

user to be selected next is only dependent on current step but
is conditionally independent of all previous steps. However,
the entire history of selected users needs to be considered to
understand how inter-user correlations are used in the target
user selection algorithm. 2) The MDP simplifies the user
group prediction using decision policy but does not necessarily
reduce the searching space of the model training. It is time-
consuming to traverse all possible trajectories and train the
model in a brute-force manner.

To this end, we develop a new neural learning strategy on
the top of MDP, named MC-grouping. It combines a deep
Recurrent Neural Network (RNN) [20] and Monte Carlo Tree
Search (MCTS) [21] to jointly model users selected in a group
to learn the decision policy, yet substantially reducing the
search space of training. In particular, MC-grouping consists
of two components: 1) RNN encoder: it utilizes an RNN
architecture to encode the whole selection procedure (i.e.,
possible selected group and corresponding user inputs) into
vector representations, such that selected users will be exam-
ined altogether. 2) MCTS based model training: it incorporates
MCTS with RNN to expand the tree search with users that
can yield promising rewards only, thereby reducing the search
space of the possible groups.

C. MC-Grouping Design

In what follows, we present detailed designs of RNN
encoding and MCTS based model training.

1) MDP Modeling: Mathematically, an MDP can be de-
fined by a tuple (S,A,P,R), where S is the set of states,
A is the set of actions, P is the state transition probability,
and R is the reward function. In particular, as user selection
is the core part of our strategy, A is specifically defined as
the set of user candidates that can be selected in each level.
Let si ∈ S denote the selection state at level i. Note that
the entire history of selected users are required to learn the
inter-user correlations, we thus define si as

si = qi−1 ∪ {ak,i,hak,i
, fak,i

,Ki+1,Ei+1}, (1)

where qi−1 is defined as the traversed history of previous
selected users, ak,i is the user selected at level i, hak,i

and
fak,i

are the inputs of CSI feedback and other factors of
user ak,i, Ki+1 is the set of user candidates in the next
level, and Ei+1 is the corresponding input of candidates (i.e.,
Ei+1 = {Hi+1,Fi+1}). si includes all essential information
to describe current state of the selection procedure, 1) all
current selected users along with their CSI feedbacks and
other factors, 2) user candidates in next level. The selection
terminates when it reaches the leaf node and outputs users of
the entire trajectory as the predicted user group. We define
the reward as +1 when the output includes the same selected
users as the training data and 0 otherwise.

We further define the decision policy πθ(ak|si) as the
probability of selecting user ak given the the state si and Q
function Qθ(ak|si) as the long term reward of taking user
ak given state si, where θ is a set of model parameters. The
objective of the MDP is to learn a decision policy πθ(ak|si)



and long-term reward Qθ(ak|si) that maximize the terminal
rewards, i.e., to correctly identify the trajectory that contains
the same selected user group as the target algorithm.

2) RNN Encoding: We create an RNN encoder, Gsi =
Genθ(si) to map the selection procedure into vector rep-
resentations. θ is a set of RNN parameters (i.e., θ =
{θU , θG, θQ, θS}) as shown in Figure 4. We further rewrite si
in (1) as, si = qi ∪{Ki+1,Ei+1}. Accordingly, si consists of
two parts, 1) {Ki+1,Ei+1}, which indicates user candidates
to be selected in the next level; 2) qi, which indicates the
selection history and includes all selected users. We encode
both components respectively.

Encoding candidate: As shown in Figure 4, we apply
two concatenated fully connected layers to encode the whole
candidates. The first layer fθU is to encode each candidate
a′k in Ki+1. Specifically, the vector representation Ha′k,i+1 of
user a′k is described as fθU (a

′
k,ha′k

, fa′k). With the parameter
set θU , we can learn how CSI feedback and other factors are
weighted to characterize one candidate in the target algorithm.
The second layer fθG is to summarize all the candidates in si,
denoted as GK,i+1 = fθG(Ua′1,i+1, ...,Ua′K ,i+1).

Encoding selection history: qi can be defined as a re-
cursive function, qi = qi−1 ∪ {ai,hai

, fai
}. We then use

RNN to encode the selection history into vector represen-
tation. As shown in Figure 4, qi+1 is encoded as Rqi+1

=
fθQ(Rqi , Hai,i, GK,i+1), where θQ is the model parameter,
and Hai,i is the vector representation of selected user ai.
Finally, we apply another fully connected layer fθS to map
Rqi+1 into the vector representation, VS,i+1 = fθS (Rqi+1),
where θS is the parameter of the layer.
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Fig. 4. RNN encoding.

The decision policy πθ and Q-function Qθ are jointly
modeled by the inner product between VS,i+1 and Ha′k,i+1.

3) MCTS based Model Training: MCTS is a heuristic
search algorithm introduced for computer Go (e.g., Google’s
AlphaGo) [22]. It can narrow down the search to the high
probability selections, while still making close to optimal
decisions at each step. We combine MCTS with RNN to train
the parameter set θ (i.e., θU , θG, θQ, θS).
θ is updated in a policy iteration procedure. First, we run

multiple MCTS simulations. Each simulation starts from the
root state and iteratively selects users until it reaches the
leaf node. In MC-grouping, we follow the upper confidence
bound principle [23] to simulate the searching trajectory. After
multiple simulations, we obtain an improved search policy that
prefers users with larger accumulated rewards. Next, we learn
from the the improved policy and update the parameter set θ

to maximize the similarity between the improved policy and
raw decision policy πθ. As the improved search policy does
not follow the original decision policy, θ is updated in an off-
policy manner via Q-learning. We iteratively update θ until
MC-Grouping can accurately predict the selected group via
the policy πθ.

V. USER SELECTION SUBVERSION

With MC-Grouping, MUSTER can accurately predict the
user group who would be selected by the base station. How-
ever, how to efficiently launch attacks that can compromise
the user selection results is still unclear. In this section, we
aim to address this challenge.

As discussed in Section III, adversarial perturbations are not
feasible to subvert the user selection in MU-MIMO networks.
MUSTER develops new attack strategies by learning the spa-
tial compatibility within the predicted user group. In what fol-
lows, we denote the predicted group as S = {s1, s2, ..., sN},
where si is the index of the selected user. The malicious user
is denoted as sa.

A. Targeted Denial of Service (TDoS)

In TDoS, the malicious user attempts to starve a particular
user such that the victim can never or barely get service from
the base station.

1) Attack Overview: Assume the targeted victim is user
sv (sv ∈ S). The malicious user aims to fabricate a forged
CSI feedback, such that it will be selected and replace the
victim in the selected user group. Intuitively, the malicious
user may simply fabricate a forged channel feedback ha as
the proportional amplification of the victim’s channel hv (i.e.,
ha = ahv and |a| > 1). In this way, ha is aligned with the
victim’s channel hv and has a larger channel gain.

Nevertheless, such a naive attack strategy may not always
work. An increasing channel gain also indicates a stronger
inter-user interference. The victim may still be selected be-
cause of the smaller interference. Further, different users
should experience uncorrelated channels. It is impossible that
channels at two users always align to each other [24]. The
base station can easily detect such an attack if the attacker
always feeds back an aligned channel with the victim’s.

We design a practical attack strategy that can effectively
starve a particular user. The strategy follows two principles:
(1) The fabricated channel should have a larger channel gain
but at the same time maintain a smaller inter-user interference;
(2) The fabricated channel should impose the least impact on
the user selection results (i.e., only the victim will be replaced
in the selected user group). To this end, we first design an
algorithm that can identify user’s effective channel which
is spatially compatible with others. Based on the victim’s
effective channel, the malicious user then fabricates a channel
feedback that has a higher spatial compatibility within the
select group and replace the victim.

2) Spatial Compatibility Quantization: The algorithm is
designed to learn the inter-user correlation within the referred
selected group and quantify users’ effective channel. The



algorithm takes each user’s CSI feedback in the predicted
selected group S as input, quantifies their spatial compatibility
and decomposes each channel as effective and interference
parts. The detail design of spatial compatibility quantization is
described in Algorithm 1. Note that the algorithm can be easily
extended to the scenario when other factors (e.g., fairness
scheduling) are considered.

Algorithm 1 Spatial compatibility quantization
Step 1 Initially, let S′ = S, S0 = ∅ and i = 1.
Step 2 For each user sn in S′, we first calculate the component g(sn)

that is orthogonal with all users in S0,

g(sn) = h(sn) −
i−1∑
j=1

h(sn)g
∗
j gj

||gj||2
.

Note that when i = 1, g(sn) = h(sn).
Step 3 Quantify the channel indexed by ŝn. Specifically,

ŝn = arg max
sn∈S′

||g(sn)||; gi = g(ŝn);

ei =

i−1∑
j=1

h( ˆsn)g
∗
j gj

||gj||2
; S0 = S0 + {ŝn};

S′ = S′ − {ŝn}; i = i+ 1.
If S′ 6= ∅, then go to Step 2. Otherwise, algorithm stopes.

At shown, each user’s channel h(sn), sn ∈ S is decomposed

as two parts, g(sn) and e(sn) =
i−1∑
j=1

h(sn)g
∗
j gj

||gj||2 , where g(sn) is

orthogonal with other users and is considered as the effective
channel of the user, and e(sn) indicates the inter-user inter-
ference. The algorithm consumes vey limited computational
resource as it only examine users within the selected group.

3) Attack Design: We apply spatial compatibility quantiza-
tion algorithm over the referred select group S and decompose

the target victim’s channel hv as hv = gv+
v−1∑
i=1

hvg∗i gi

||gi||2 , where

gv is the effective channel of the victim, and
v−1∑
i=1

hvg∗i gi

||gi||2 is the

component of inter-user interference. To effectively replace
the victim in the selected user group, the attacker fabricates
a channel with a larger effective channel gain but a smaller
interference component. Specifically, the channel feedback can

be fabricated as ha = αgv +
v−1∑
i=1

ωi
hvg∗i gi

||gi||2 , where α and

ωi are coefficients with |α| > 1 and |ωi| < 1. Then, the
effective channel of the fabricated feedback is now aligned
with the victim’s. They cannot be selected together because
of the severe inter-user interference. As the fabricated feed-
back maintains a larger effective channel gain but a smaller
interference component, the attacker will very likely replace
the victim in the select group.

B. Cooperative Privilege Escalation (CPE)

In CPE, the malicious user attempts to manipulate the
selection results to assist a particular user (i.e., a conspirator)
to gain a higher possibility of being selected, achieving the
exclusive access to the resources at the base station.

1) Attack Overview: Assume the conspirator is denoted as
sc. The malicious user aims to escalate its privilege, increasing
the possibility of being selected. Intuitively, the conspirator
can directly launch the TDoS to gain the exclusive service by
fabricating a forged CSI feedback hc

′. However, even if the
conspirator successfully gets selected, it can hardly decode the
message due to the inconsistence between the forged reported
CSI and its genuine channel.

2) Attack Design: We develop a strategy that significantly
increases the possibility of the conspirator accessing the ser-
vice but does not require any modification on the conspirator’s
CSI feedback. Specifically, the malicious user is involved to
help the conspirator. First, we apply the spatial compatibility
quantization over the select group to find out effective channel
of each selected user and get a ranked group S0. Second,
following the reverse order in S0, we compare the conspirator
with each selected user according to their orthogonal and
interference components, and find the possible victim j who
can be replaced by the conspirator. Third, the malicious user
launches the TDoS attack to replace the j − 1th selected user.
Specifically, the feedback ha fabricated by the malicious user
is orthogonal to the conspirator but significantly interfered
with the victim. In this way, when selecting next user, the
conspirator will have an escalated chance to be selected as its
effective channel gain now is larger than the victim’s.

C. Network Throughput Degradation (NTD)
The objective of a user selection algorithm is to select a

user group that can achieve the maximum network throughout
gain. Nevertheless, we demonstrate that a malicious user can
substantially degrade the network throughput.

1) Attack Overview: In NTD, the malicious user attempts to
fabricate a CSI feedback to subvert the selection results, dimin-
ishing the effective network throughput of the selected group.
Intuitively, the overall resources (e.g., bandwidth, number of
users served, power) at the base station are fixed, the attacker
can fabricate a CSI feedback to acquire as many resources as
possible, such that the legitimate users can only obtain limited
resources, yielding a lower effective network throughput. Here,
we define the effective network throughput as the achievable
sum rate of all selected legitimated users. The malicious user
degrades the throughput from two perspectives: 1) decreasing
the effective channel gain of selected users, 2) increasing the
inter-user interference among selected users.

2) Attack Design: The attack is composed of two parts:
1) Explicit throughput degradation: The malicious user takes
advantage of the TDoS attack to replace the user with the
maximum effective channel gain in the predicted group, di-
rectly degrading the effective network throughput. 2) Implicit
throughput degradation: The malicious user deliberately crafts
a CSI feedback that interferes with users in the predicted
group, such that these users are replaced by other tendentious
users to degrade overall network throughput.

VI. EXPERIMENTAL EVALUATION

We build a real-world 4×18 MU-MIMO system and imple-
ment multiple typical user selection algorithms to evaluate the
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proposed attack strategies.

A. Experiment Setup

The system is built on top of the universal software radio
peripheral (USRP) following WiFi 6 standard [25]. USRP
is a software defined radio device capable of implementing
different MAC-layer and physical layer designs. The base
station is built with four USRPs synchronized via an external
clock OctoClock-G, which can distribute a high-accurate time
scale and clock reference. The clients are standalone USRPs.
Figure 5 exhibits the floor plan of the experiment. The base
station is located at position 0 and the clients are located at
position 1∼18. Without loss of generality, the one at position
6 is malicious.

B. User Selection Algorithms

Table I lists user selection algorithms implemented in the
system. We compare the performance of these algorithms via
the achievable network throughput. In particular, we repeat
each algorithm for 1000 times and measure their network
throughput (all results are normalized by the throughput of
optimal user selection). Figure 6 box-plots the distribution
of their throughput. As shown, SIEVE, CGUS, FNSUS and
MUSE have the comparable performance and can achieve 72%
∼ 83% of the optimal throughput on average, while RRUS has
the worst performance, resulting in more than 55% throughput
degradation on average. When fairness scheduling is enforced,
both CGUS and FNSUS suffer throughout loss in return for
fairness. The results indicate that CSI based user selection
algorithms indeed improve the network throughput in MU-
MIMO networks.

TABLE I
USER SELECTION ALGORITHMS IN MU-MIMO NETWORK.

# Algorithm Description
1 OUS Brute-force search.
2 RRUS Each user is equally selected in a circular order.
3 CGUS CGUS iteratively selects users as long as the aggregated

network throughput improves.
4 FNSUS FNSUS iteratively adds new users according to the de-

fined orthogonality criterion.
5 SIEVE SIEVE iteratively refines the candidate set via the branch-

and-bound tree searching.
6 MUSE MUSE identifies the inter-user correlation and select users

with compressed CSI feedback.

C. Evaluation of Strategy Inference

We evaluate the proposed strategy inference from both
aspects of the prediction accuracy and computational overhead.

1) Data Collection and Evaluation Metrics: Data collection
is done via passive eavesdropping by the malicious user. For
each user selection algorithm, we collect 11K pairs of user
feedbacks and corresponding selection results, with 10K pairs
for training and 1K pairs for testing.

In the experiment, we follow the strategy of the MC-
grouping to build the deep learning model for each user selec-
tion algorithm, and then evaluate its prediction accuracy and
computational overhead. Specifically, we define two metrics
for our evaluation: 1) Prediction Accuracy Rate (PAR): PAR is
to measure the effectiveness of the proposed strategy inference.
It is defined as PAR = Number of correct predictions

Number of total predictions . 2)
Prediction Speed Improvement (PSI): PSI is to measure the
prediction efficiency of the proposed strategy inference by
comparing it with a brute-force learning model that exam-
ines all possible groups. The metric is defined as PSI =
Time overhead of brute−force learning

Time overhead of MC−grouping .
2) Prediction Accuracy: We evaluate the prediction accu-

racy of strategy inference for all CSI based user selection
algorithms listed in Table I. PAR is measured after each epoch
(i.e., one cycle through the full training dataset). The evalua-
tion results are exhibited in Figure 7. As shown PARs for all
algorithms can approach a high accuracy around 98.6% after
a certain number of epochs. For example, PAR for CGUS can
reach stability after 16 epochs. This observation indicates that
strategy inference can effectively learn different user selection
algorithms and get accurate user selection predictions.

3) Prediction Efficiency: In the evaluation, we use PSI
to illustrate the performance improvement of the proposed
strategy over the brute-force learning in various network sizes.
As shown in Figure 8, the proposed MC-grouping strategy
outperforms the brute-force learning in all different size of
networks. When the network is small (i.e., 3x5, 4x5), the
proposed strategy is 1.2 ∼ 2.5 times faster than the brute-
force learning. As the computational overhead of the brute-
force learning increases exponentially when the number of
users increase, the proposed strategy can achieve orders of
magnitude faster prediction when the network is large. e.g.,
the prediction of the proposed strategy is 178 times faster
than brute-force learning for CGUS in the 4x18 MU-MIMO
network. The results demonstrate that the proposed MC-
grouping strategy indeed provides an efficient and salable user
selection prediction especially for a large MU-MIMO network.

D. Evaluation of User Selection Subversion

We evaluate the effectiveness of the proposed attacks under
different user selection algorithms and settings.



1) Target Denial of Service: For each algorithm, MUSTER
first builds a deep learning model to accurately predicts the
selected user group. Then we repeats each algorithm for 1000
times. Every time when the victim (user 2 or 15) is selected in
predicted group, the malicious user becomes active and launch
the TDoS to replace the victim in the group. Otherwise, the
malicious user behaves as a passive eavesdropper.

We define following three metrics to evaluate the effective-
ness of the attack: 1) NSorig: It is defined as the number
of times the victim originally been selected among 1000
executions. For a fair algorithm, each user is selected for 222
(i.e., 4×1000

18 ) times on average; 2) NSTDoS : It is defined as
the number of times the victim been selected among 1000
executions when the proposed attack is present. 3) RSsucc:
The metric indicates the success rate of the attack of TDoS.
It is defined as RSsucc =

NSorig−NSTDoS

NSorig
.

Table II illustrates the performance of the TDoS under
different scenarios. When TDoS is not present, all the al-
gorithms can achieve a relatively fair results (i.e. NSorig is
raging from 199 to 241). When TDoS is launched, it can
achieve a success rate up to 97.48%, essentially starving the
victim. Meanwhile, depending on how fairness scheduling is
configured, TDoS can still cut off more than 60% or 40% of
opportunities of the victim been serviced in the network. It
seems fairness scheduling can be applied to resolve the attack
of TDoS. Nevertheless, fairness is achieved at the cost of
network throughput. A heavily weighed fairness scheduling
will considerably degrade the overall throughput of the MU-
MIMO network. It’s always a trade-off between the fairness
and network throughput.

TABLE II
EFFECTIVENESS OF TDOS (θ IS THE COEFFICIENT OF PROPORTIONAL

FAIRNESS, POS. INDICATES THE POSITION OF THE VICTIM.)
Alg. θ Pos. NSorig NSsta RSsucc

CGUS 0 2 199 5 97.48%
CGUS 0 15 241 8 96.68%
FNSUS 0 2 237 7 97.04%
FNSUS 0 15 209 6 97.12%
SIEVE 0 2 222 7 96.84%
SIEVE 0 15 231 6 97.40%
MUSE 0 2 201 7 96.51%
MUSE 0 15 213 8 96.24%

PF-CGUS 1 2 215 83 61.39%
PF-CGUS 5 2 229 127 44.54%
PF-FNSUS 1 2 230 81 64.78%
PF-FNSUS 5 2 228 135 40.79%

2) Cooperative Privilege Escalation: In the evaluation, we
repeat each algorithm for 1000 times. When the conspirator
(user 4 or 16) is not selected in the predicted group, the
malicious user actively launch the CPE attack to escalate
the conspirator’s possibility of being selected. Similarly, we
define four metrics to evaluate the effectiveness of the attack:
1) Norig: The metric is defined as the number of times the
conspirator originally been selected among 1000 executions;
2) Npri: The metric is defined as the number of times
the conspirator been selected when launching the attack of
CPE; 3) Rsucc: The metric indicates the success rate of the
attack. It is defined as Rsucc =

Npri−Norig

1000−Norig
; 4) PDR: The

metric measures the average package delivery rate when the
conspirator has been selected. For an effective CPE, it should
not impact the message decoding at the conspirator.

Table III illustrates the performance of the CPE under
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different scenarios. As shown, the attack of CPE does not
impact message decoding at the conspirator (i.e., PDR is
always higher than 97.17%). When CPE is not present, all
the algorithms can achieve a relatively fair results (i.e. Norig
is raging from 201 to 243). When CPE is launched, it can
achieve more than 91.16% success rate, essentially escalating
the privilege of the conspirator. Meanwhile, when fairness
scheduling is applied, it can achieve a success rate up to
49.35% given different fairness coefficients. The possible
reason is that when a user has been selected in a line, the corre-
sponding user throughput weighted by the fairness coefficient
will be dramatically reduced, leaving the user even harder to be
selected. To alleviate the problem, the conspirator can change
his/her identify (via IP spoofing or MAC spoofing) every time
he/she gets served, such that the weighted throughput will be
refreshed and reset to the default value.

TABLE III
EFFECTIVENESS OF CPE.

Alg. θ Pos. Norig Npri Rsucc PDR
CGUS 0 4 231 932 91.16% 98.34%
CGUS 0 16 201 957 94.62% 99.13%
FNSUS 0 4 241 961 94.86% 99.17%
FNSUS 0 16 232 953 93.88% 98.13%
SIEVE 0 4 225 942 92.52% 98.09%
SIEVE 0 16 229 949 93.38% 98.93%
MUSE 0 4 201 943 92.87% 99.01%
MUSE 0 16 243 954 93.92% 97.89%

PF-CGUS 1 4 226 579 45.61% 97.17%
PF-CGUS 5 4 215 321 13.50% 98.23%
PF-FNSUS 1 4 234 612 49.35% 97.20%
PF-FNSUS 5 4 213 330 14.87% 98.76%

3) Network Throughput Degradation: In the evaluation, we
repeat each algorithm for 1000 times. The malicious user
aims to downgrade the network performance by 1) explicitly
replacing a user with the largest effective channel gain; 2)
implicitly user group replacement. To this end, we evaluate
the performance of NTD by comparing three types of network
throughput, 1) RZFBF(S), the achievable network throughput
of the original predicted group S; 2) RZFBF(S

′, i 6= a), the
effective throughput of the manipulated group (i.e., the mali-
cious user is excluded); 3) RZFBF(S, i 6= v), the throughput of
original group excluding the user with largest channel gain.

Our experiments reveal that NTD can effectively degrade the
MU-MIMO network throughput. Figure 9 give an example of
NTD attack in CGUS. As shown, NTD can leads to a 34.7% ∼
54.3% network throughput degradation, where about 25% ∼
40% degradation comes from the explicitly user replacement
while 5% ∼ 18% comes from implicitly group substitution.

VII. COUNTERMEASURES

Intuitively, we can encrypt the CSI feedback to keep it
confidential from malicious users. However, adopting modern
ciphers (e.g., AES) at the physical layer incurs more complex-
ity and CSI feedback delay that can degrade the MU-MIMO



performance [26]. Alternatively, we propose a lightweight yet
effective approach, named Reciprocal Consistency Checking,
to protect the user selection in MU-MIMO networks.

A. Reciprocal Consistency Checking

This approach aims to detect a forged CSI feedback by
exploiting channel reciprocity of downlink and uplink signals.
Due to the channel reciprocity, transceivers of the same
wireless link should observe the similar channel. Inspired
by the property, we may detect a forged CSI feedback by
checking the consistency between the uplink channel estimated
by the base station and the downlink channel feedback from
the user. However, this straightforward approach may not
work due to imbalanced amplitude attenuations and phase
rotations in channels introduced by hardware circuit modules
at the base station and users. In particular, assume the CSI
feedback of user i is denoted as hf = [hf1, hf2, ..., hfN ]
and the channel estimated at the base station is denoted as
he = [he1, he2, ..., heN ]. Ideally hfn should be equal to hen
(i.e., hfn

hen
= 1), but they could be quite different because of

the imbalanced hardware-oriented distortions.
Nevertheless, we observe that the hardware-oriented distor-

tion is identical for channels estimated at the same device
(i.e., hf1, ..., hfN experience the same hardware-oriented dis-
tortions) [9]. Though hfn

hen
6= 1, the ratios between any pair

of (hfn, hen) should be equal to each other, i.e., hf1

he1
=

hf2

he2
= ... =

hfN

heN
. Hereby, we develop a lightweight fake CSI

detection scheme by checking the consistency among all the
pair ratios of hfn

hen
for any n ∈ {1, 2, ...N}. Specifically, we use

the variance δ as the metric to indicate the deviations among

ratios of hfn

hen
, δ = 1

N

∑N
n=1(

hfn

hen
−
(
hf

he

)
)2, where

(
hf

he

)
is

the average of all channel ratios between the base station and
users. When the channel feedback hf is genuine, the deviation
of hfn

hen
only comes from the channel noise and imperfect time

synchronization. δ should be very small. Meanwhile, when
hf is deliberately manipulated to modify the user selection
results, the ratios of hfn

hen
will not be consistent with each other,

resulting in a larger δ.

B. Experimental Evaluation

We collect 1000 pairs of CSI feedbacks from multiple
clients and the corresponding channel estimations at the base
station for different scenarios (i.e., attack or non-attack).
Let hfi denote the ith channel feedback and hei denote
the corresponding local channel estimation. For each pair
of hfi and hei, their ratio deviation δ is defined as, δi =
1
4

∑4
n=1 |

hfn

hen
−
(
hf

he

)
|2. Figure 10 exhibits the distribution

of channel ratio deviations. As shown, when CSI feedback is
genuine, δ is very small, more than 90% of deviations are less
than 0.05. Meanwhile, when an attack is present, more than
95% of deviations are larger than 0.1. Particularly, we can set
the empirical threshold τ as 0.06 to determine a fake channel
feedback, such that we can achieve a detection rate of 99.32%
while only have a false positive rate of 0.05%.

VIII. RELATED WORK

Recently, research has been initiated to understand the fea-
sibility and impacts of attacks leveraging adversarial machine
learning in different wireless scenarios, including wireless
signal spoofing [27], [28], spectrum poisoning [17], [18], and
smart jamming attacks [29], [30]. Most scenarios considered in
these initial studies share a common characteristic: the output
of a decision rule to be learned by the attacker is binary (e.g.,
spoofing or no spoofing [17], jamming or no jamming [19],
spectrum available or unavailable [18]). The binary output
makes it relatively simple to train a machine learning model.
Unfortunately, these traditional models cannot be readily
adapted to learn MU-MIMO user selection as its decision
rules featuring the number of outputs grows exponentially
when the number of users increases. It is expensive or even
computationally infeasible to enumerate and learn decision
boundaries for all possible groups by directly adopting a
common machine learning based classifier. As a result, the
user selection strategy inference in MUSTER integrates RNN
and MCTS that can jointly consider users within possible
groups yet substantially reduce the search space. Furthermore,
in contrast to existing studies [31], MUSTER does not rely
on adversarial perturbations to launch attacks because such
attacks affects spatial compatibility among multiple users and
lead to undecodable communication.

Our work is also related to research that exploits explicit
plaintext CSI feedback. In [11], the authors present a sniffing
attack that allows an attacker to eavesdrop concurrent data
streams of victims by reporting a crafted CSI feedback. A
formal mathematical analysis has been present in [9] to model
the CSI-forgery based eavesdropping attacks. The work in [32]
further refines the attack by optimizing the eavesdropping
opportunity of attackers. Those attacks target on compromising
the data confidentiality and integrity of MU-MIMO systems.
By contrast, in this work, we develop MUSTER to exploit
attacks on subverting user selection algorithms, compromising
both user fairness and system throughput, which are two key
objectives of implementing MU-MIMO networks.

IX. CONCLUSION

In this work, we propose a system, named MUSTER, to
systematically study the potential risks of the user selection in
MU-MIMO networks. The MUSTER system consists of two
major modules: (i) strategy inference, which leverages a new
neural group-learning strategy named MC-grouping via com-
bining RNN and MCTS to reverse-engineer a user selection
algorithm; (ii) user selection subversion, which proactively
fabricates CSI to manipulate user selection results for dis-
ruption. We also develop a technique, Reciprocal Consistency
Checking that can defend against aforementioned attacks to
secure the user selection in MU-MIMO networks.
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Huovinen, and Timo Nihtilä. Ieee 802.11 ac: Enhancements for very
high throughput wlans. In 2011 IEEE 22nd International Symposium on
Personal, Indoor and Mobile Radio Communications, pages 849–853.
IEEE, 2011.

[13] Nicolas Papernot, Patrick McDaniel, Xi Wu, Somesh Jha, and Anan-
thram Swami. Distillation as a defense to adversarial perturbations
against deep neural networks. In 2016 IEEE symposium on security
and privacy (SP), 2016.

[14] Randolph Nelson and Leonard Kleinrock. Spatial tdma: A collision-free
multihop channel access protocol. IEEE Transactions on communica-
tions, 33(9):934–944, 1985.
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